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Abstract. This paper proposes an algorithm for analyzing clusters of thematic
maps with ordinal categorical classes to support territorial zoning. The pro-
posed method combines the Self-Organizing Map with graph segmentation tech-
niques for data clustering. The approach was evaluated with synthetic data and
applied to the environmental zoning of the Alto Taquari basin, MS/MT. The re-
sults showed the ability of the algorithm to separate the data into unimodal
differentiable groups.

Resumo. Este artigo propde um algoritmo para andlise de agrupamentos de
mapas temdticos com classes categoricas ordinais para suporte ao zoneamento
territorial. O método proposto combina o Mapa Auto-Organizdvel com técnicas
de segmentagdo de grafos para clusterizacdo dos dados. A abordagem foi avali-
ada com dados sintéticos e aplicada no zoneamento ambiental da bacia do Alto
Taquari, MS/MT. Os resultados mostraram a capacidade do algoritmo separar
os dados em grupos diferencidveis unimodais.

1. Introduction

Public policies concerned with territorial development increasingly use computational re-
sources to achieve greater accuracy and efficiency. Among the reasons for this is a greater



complexity deriving from factors such as climate, political choices, landscape, migration,
etc. One crucial step in developing an appropriate intervention policy is identifying ho-
mogeneous zones or zoning through which similar areas can be targeted with different
intervention regimes.

Artificial intelligence techniques offer new ways of automatically getting insight
from data. In the artificial neural network class of models, the Self-Organizing Map
(SOM) excels at preserving statistical properties from the dataset and allows visualization
of high-dimensional input patterns. SOM’s recent use in territorial zoning applications is
increasing, such as in [Silva et al. 2018] and [Sadeck et al. 2022].

In this paper, we investigate a new approach for the clustering problem, proposing
an algorithm that extensively uses the SOM properties and performs automatic segmen-
tation upon the trained map. To test this approach’s usefulness in support of territorial
zoning application, we study its performance on the Alto Taquari basin zoning based on
thematic maps, along with other standard datasets used for clustering benchmarks.
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Figure 1.  Territorial zoning of the Alto Taquari basin (a) obtained by
[Silva and Santos 2011] by applying a hierarchical agglomerative clustering over
five ordinal data transformed into a binary: the population dynamics (b), the liv-
ing conditions (c), the infrastructure (d), the economic aspects (e) and the envi-
ronmental dimension (f). Source: elaborated by the authors.

2. Material and Methods

2.1. The Alto Taquari basin - MS/MT, Brazil

The Alto Taquari basin is located in northeastern MS, Brazil. [Silva and Santos 2011]
elaborated an territorial zoning of this region to subsidize public policies for the region



(Fig. 1(a)). It was elaborated from intermediate maps on the environment (Fig. 1(f)),
economic aspects (Fig. 1(e)), infrastructure (Fig. 1(d)), living conditions (Fig. 1(c)) and
population dynamics (Fig. 1(b)). Each of these maps represent ordinal categorical classes
(e.g., aspl, asp2, asp3 for Economic aspects map). We transformed the ordinal data into
numerical sequences (e.g., 1, 2, and 3 for the ECON map) to present the data to the
SOM. After, we divided these values by the highest value of all maps (eight from the
ENV map). Then, the input vector x has five components varying their values between
1/8 and 8/8.

2.1.1. Proposed method based on Self-Organizing Map

A standard Self-Organizing Map [Kohonen 2001] is an artificial neural network where the
neurons are organized in a N x M hexagonal or rectangular grid, where there is a weight
vector associated with each one. The iterative learning mechanism consists of approxi-
mating these weights in the direction of the input data. For a fixed number of iterations
and all input vectors, we randomly pick an input vector and search for the closer neu-
ron using the Euclidean distance, also known as the Best-Matching Unit (BMU). After,
we define the neighborhood of its BMU. Then, we update the BMU and the neighboring
neurons’ weights according to Eq. 1.

w(t+1) = w(t) + a(t)h(t)(x;—w(t)) (1)

where t represents the iteration, w(t) is the neuron weight vector in the iteration ¢, «/(t)
is a small value representing the learning rate, h(¢) is a neighborhood function, and x; an
input data vector taken randomly.

At the end of the iterations, each input data will be associated with a single neuron,
which can represent more than one input vector. SOM weights preserve the data’s topol-
ogy, meaning that neighboring neurons can represent nearby input vectors. This feature
of SOM allows the use of clustering algorithms (e.g., k-means) on the neural network’s
weights as an indirect way to partition the input data [Silva et al. 2022].

Algorithm 1 Proposed SOM segmentation based on graph partition

Require: G = (V, ) — Graph of the trained SOM
Require: H — Neurons’ activity level data
Require: D — Distance matrix between weights
Require: © — The number of desired clusters
1: T < minimum spanning tree of GG using D as edges’ weights
for each edge (u,v) € T do
cost(u,v) < DBI(u,v)
end for
Prune the £ — 1 edges in 7" with lesser costs
Assign a cluster label to each set of connected nodes in 7'

AN AN S

However, it is possible to segment the SOM without the aid of traditional cluster-
ing algorithms using neural network internal information such as distance and neighbor-
hood between the SOM weights, the number of input vectors associated with it, and data
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Figure 2. In the first column on the left, we have the four labeled datasets (spiral,
gaussian, chainlink, and iris data sets) used to evaluate the proposed method
(last column), compared with the k-means methods in the second column and
DBSCAN in the third column. Source: elaborated by the authors.

density between neurons. [Costa and Netto 2003] proposed a graph-based SOM partition-
ing model that uses all this information and automatically determines the number of clus-
ters, which has been successfully applied in some case studies [Silva et al. 2018]. This
proposal has as a limiting factor, there are three hyperparameters that must be adjusted to
each data set. [Silva and Costa 2011] also proposed a graph-based method for segment-
ing the SOM, but using only the density between neurons by applying the Davies-Bouldin
Validation Index (DBI). In this case, the algorithm automatically detects the number of
clusters, we have a single hyperparameter, but we still do not have applications in real
situations and do not use all the information available from SOM.

We propose a segmentation algorithm based on the interpretation of the SOM as
an undirected graph, which uses all the information available after the machine learning
process without the need for hyperparameter adjustment. It is only necessary to define
the desired number £ of clusters (Algorithm 1). We implemented it in Python version 3.8
using the Minisom version 2.3.0 as the SOM implementation [Vettigli 2018].

Fig. 2 shows the results of clustering some artificially and benchmark labeled
data (spiral, gaussian, chainlink, and iris) using the k-means, DBSCAN, and the proposed
method. We observed that the proposed method performs well for all four data sets.
Different hyperparameters (number of neurons and grid lattice) were evaluated for the
ANN SOM, using the accuracy measure ACC to choose the final configuration. The
proposed method has a higher computational cost when compared to the k-means and
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Figure 3. Application of the proposed algorithm on the spiral data usinga 4 x 7
SOM and representation of its weights and their neighborhood. Untrained SOM
(a), the trained SOM (b), the Minimum Spanning Tree (MST) using the distance
between neurons as weights (¢), pruning of the MST considering the lesser DBI
between neighbor neurons (d). Source: elaborated by the authors.
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Figure 4. (a) Trained hexagonal SOM 6 x 5. (b) Minimum sapanning Tree gener-
ated by the distance between neurons’ weights. (c) Pruned MST into 8 clusters
considering the data density between neurons using the Davies-Bouldin index.
(d) Mapping the clusters into the Alto Taquari basin geographical map. (e) His-
togram for the SOM’s segmentation clustering proposed method over the five or-
dinal categorical variables (POPDYN, LIVCOND, INFRA, ECON, and ENV). Source:
elaborated by the authors.

DBSCAN methods. Still, it manages to be efficient in situations more appropriate for
algorithms based on data partitioning, such as k-means (iris and gaussian data sets), and



density-based algorithms like DBSCAN (spiral and chainlink data sets). Fig. 3 shows the
segmentation process of a 4 x 7 SOM trained upon the spiral-shaped dataset.

3. Results and Discussion

We evaluated several configurations (topology, size) of the SOM network for different
values of k and used the Davies-Bouldin Index (DBI) to define the best combination. The
DBI indicated a 6 x 5 hexagonal SOM ANN with sigma equal to 1.0 and partitioned into
six clusters. But, after analyzing this 6 x 5 hexagonal ANN SOM for other values of £, we
decided to analyze this same network partitioned into eight groups (Fig. 4(c)), resulting
in the map in Fig. 4(d).

The histograms in Fig 4(e) indicated a good distinction between the cluster, and it
means unimodal distributions, with other ordinal classes decaying around it.

4. Conclusions

The proposed method showed promising results, with a fair computational cost while
maintaining a simple-to-understand approach that led to good group distinction. For fu-
ture work, we suggest a more extensive testing of the proposed method, aiming at evalu-
ating its performance with high-dimensional complex data. Also interesting would be to
perform a deeper comparison with other SOM-based algorithms. And to investigate how
larger networks behave with real data since many of this work’s neural maps were small.
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