
J Anim Breed Genet. 2020;00:1–11.	 wileyonlinelibrary.com/journal/jbg	    |  1© 2020 Blackwell Verlag GmbH

1  |   INTRODUCTION

Brazil has the second largest commercial beef cattle herd in 
the world, occupying a prominent position in the global beef 
market. Zebu cattle (Bos indicus) comprise more than 80% 
of the beef cattle in Brazil, and the vast majority of these 
animals are from Nellore breed, given their tolerance to 

tropical climate and high resistance to ectoparasites (Baldi 
et al., 2012). Despite their advantages for production in trop-
ical environments, Zebu cattle tend to produce tougher meat 
than Bos taurus breeds (Reverter et al., 2003; Thrift & Thrift, 
2002). Brazilian beef quality tends to be highly variable, due 
to a broad diversity of production environments and manage-
ment systems, and to a large proportion of Zebu animals in 

Received: 18 October 2019  |  Revised: 9 January 2020  |  Accepted: 11 January 2020

DOI: 10.1111/jbg.12468  

O R I G I N A L  A R T I C L E

Improving genomic prediction accuracy for meat tenderness in 
Nellore cattle using artificial neural networks

Fernando Brito Lopes1,2   |   Cláudio U. Magnabosco1  |   Tiago L. Passafaro3  |    
Ludmilla C. Brunes4   |   Marcos F. O. Costa5  |   Eduardo C. Eifert1  |   Marcelo G. Narciso5  |   
Guilherme J. M. Rosa3,6  |   Raysildo B. Lobo7  |   Fernando Baldi1

1Department of Animal Science, São Paulo 
State University (UNESP), Jaboticabal, 
Brazil
2Embrapa Cerrados, Brasilia, Brazil
3Department of Animal Sciences, 
University of Wisconsin-Madison, 
Madison, WI, USA
4Department of Animal Science, Federal 
University of Goiás (UFG), Goiânia, Brazil
5Embrapa Rice and Beans, Santo Antônio 
de Goiás, Brazil
6Department of Biostatistics and Medical 
Informatics, University of Wisconsin-
Madison, Madison, WI, USA
7National Association of Breeders and 
Researchers (ANCP), Ribeirão Preto, Brazil

Correspondence
Fernando Brito Lopes, Department of 
Animal Science, São Paulo State University 
(UNESP), Prof. Paulo Donato Castelane, 
Jaboticabal, SP, 14884-900, Brazil.
Email: camult@gmail.com

Funding information
Fundação de Amparo à Pesquisa do Estado 
de São Paulo, Grant/Award Number: 
2017/03221-9

Abstract
The goal of this study was to compare the predictive performance of artificial neural 
networks (ANNs) with Bayesian ridge regression, Bayesian Lasso, Bayes A, Bayes B 
and Bayes Cπ in estimating genomic breeding values for meat tenderness in Nellore 
cattle. The animals were genotyped with the Illumina Bovine HD Bead Chip (HD, 
777K from 90 samples) and the GeneSeek Genomic Profiler (GGP Indicus HD, 77K 
from 485 samples). The quality control for the genotypes was applied on each Chip 
and comprised removal of SNPs located on non-autosomal chromosomes, with minor 
allele frequency <5%, deviation from HWE (p < 10–6), and with linkage disequilib-
rium >0.8. The FImpute program was used for genotype imputation. Pedigree-based 
analyses indicated that meat tenderness is moderately heritable (0.35), indicating 
that it can be improved by direct selection. Prediction accuracies were very similar 
across the Bayesian regression models, ranging from 0.20 (Bayes A) to 0.22 (Bayes 
B) and 0.14 (Bayes Cπ) to 0.19 (Bayes A) for the additive and dominance effects, 
respectively. ANN achieved the highest accuracy (0.33) of genomic prediction of 
genetic merit. Even though deep neural networks are recognized to deliver more 
accurate predictions, in our study ANN with one single hidden layer, 105 neurons 
and rectified linear unit (ReLU) activation function was sufficient to increase the 
prediction of genetic merit for meat tenderness. These results indicate that an ANN 
with relatively simple architecture can provide superior genomic predictions for meat 
tenderness in Nellore cattle.
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the national herd. Some studies have shown the potential for 
improving the meat tenderness in Zebu cattle (Bonilha et al., 
2008; Pereira et al., 2015; Smith et al., 2007). Clearly, the use 
of tropically adapted Zebu cattle such as the Nellore breed is 
essential for the Brazilian beef industry, but long-term suc-
cess in the global market will depend on their response to 
selection for improved meat quality.

Beef eating quality is the result of different factors such 
as tenderness, juiciness and flavour (Koohmaraie, Kent, 
Shackelford, Veiseth, & Wheeler, 2002). Such factors to-
gether contribute to the consumer's opinion about the meat 
palatability (Jeremiah, 1982). Therefore, genetic improve-
ment of meat and carcass traits in beef cattle is important to 
fulfil consumers’ demands and to add value and obtain better 
prices on the global market. Some efforts have been made to 
improve beef quality in animal breeding programmes, such 
as using pedigree information and phenotypic measurement 
(Magnabosco et al., 2016). Meat quality is an economically 
important trait and must be considered in animal breeding 
programmes in order to better determine the return on invest-
ment in the livestock. At present, meat tenderness cannot be 
assessed in vivo, since it requires harvesting the animal to 
measure this trait. Thus, identifying animals that produce ten-
der meat is laborious, time-consuming and expensive. These 
aspects decrease the opportunities for large-scale progeny 
testing, and they are a major limitation for genetic improve-
ment in meat quality. Considering the difficulty and high 
cost for measuring meat tenderness, genomic selection (GS) 
approach could maximize the prediction accuracy of genetic 
merit and increase the number of evaluated animals, being 
beneficial for livestock (Magnabosco et al., 2016).

Different genomic prediction methods have been devel-
oped and used to improve breeding efficiency and genetic 
gains. In GS methods, markers are simultaneously fitted 
in models to explore linkage disequilibrium (LD) between 
markers and quantitative trait loci, to capture most of the rel-
evant variation of the genome. The prediction accuracy of 
GS depends not only on the genetic architecture of the trait 
and the number of markers and their level of LD with rele-
vant loci, but also on the statistical model employed. Several 
models have been developed for genomic prediction, includ-
ing ridge regression, G-BLUP, Bayes A, Bayes B, Bayes C, 
Bayesian Lasso, Bayes R and reproducing kernel Hilbert 
space regression (De los Campos, Hickey, Pong-Wong, 
Daetwyler, & Calus, 2013; Meuwissen, Hayes, & Goddard, 
2001; Moser, Tier, Crump, Khatkar, & Raadsma, 2009; Su, 
Christensen, Janss, & Lund, 2014). These methods differ in 
the assumptions of the distribution and variances of marker 
effects, for example, for ridge regression method, all markers 
are assumed to have the same variance and their effects fol-
low a normal distribution.

Genomic prediction techniques (De los Campos et al., 
2013; Gianola, De Los Campos, Hill, Manfredi, & Fernando, 

2009; Meuwissen et al., 2001; Pérez, de los Campos, Crossa, 
& Gianola, 2010) have shown some improvement on predic-
tion accuracy of estimated breeding values for meat tender-
ness (Magnabosco et al., 2016; Stone et al., 2005). However, 
there is still a component of genetic variance that has not 
been captured yet by these methods (Legarra, Lourenço, & 
Vitezica, 2018). In this study, we investigate the potential 
of deep neural network (DNN) to capture non-linear re-
lationships between markers in order to better predict the 
genetic merit and improve the prediction accuracy for meat 
tenderness. DNN is an artificial neural network (ANN) with 
multiple hidden layers. Traditionally, ANN has been im-
plemented with a fully connected architecture with a sin-
gle hidden layer. Innovations in the field of ANN allowed 
the construction of ANN with multiple hidden layers and 
different architectures, providing a powerful tool for pattern 
recognition. Such evolution in the field of ANN led to ex-
ploration of architectures with more than two hidden lay-
ers, emerging a new era for DNN applications. DNN is also 
related to different architectures such as convolution neural 
networks, often used for image analysis, and recurrent neu-
ral networks, frequently applied to time series data. DNN is 
capable to capture non-linear relationship between markers 
and phenotypes without using strong assumptions a priori. 
DNN has been shown to improve the predictive performance 
of several tasks in image analysis, speech recognition and 
computational biology (Angermueller, Pärnamaa, Parts, & 
Stegle, 2016). However, such potential approach has not 
been widely explored in the context of GS. Therefore, this 
study was carried out to compare the predictive performance 
of ANN with some Bayesian regression models (Bayesian 
Ridge Regression, Bayesian Lasso, Bayes A, Bayes B and 
Bayes Cπ) in estimating genomic merit for meat tenderness 
in Nellore cattle.

2  |   MATERIALS AND METHODS

2.1  |  Ethics statement

The collection of phenotypic information is not categorized 
as an experiment, since the interventions are related to farm-
ing practices, according to the law No 11.794 (8 October 
2008; Brazilian Constitution), which lays down procedures 
for the scientific use of animals. Hence, this study was not 
submitted to an ethics committee, considering that a data set 
from a commercial production system was used.

2.2  |  Study design

This research was conducted in a joint effort between the 
OB Ranch, Embrapa (Brazilian Agricultural Research 
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Corporation), the University of Wisconsin-Madison and 
the University of California-Davis, which aimed at the ge-
netic characterization and GS of Nellore cattle for meat ten-
derness. A total of 22 sires representing the main Nellore 
bloodlines were selected and mated with 552 Polled Nellore 
cows. The mattings were performed based on the probabil-
ity of identical genes by descent (Lacy, 1989) to create an 
experimental contrasting population where the animals 
in each group had extremes for meat tenderness. Thus, to 
identify animals with higher and lower genetic potential to 
produce tender meat, the mattings were based on the rela-
tionship structure among animals connected to individuals 
with genetic and phenotypic information for meat tender-
ness (Magnabosco et al., 2016). Progeny from these mating 
was raised on pasture, finished in feedlot for 3 months and 
harvested at 22 months of age. Warner–Bratzler shear force 
(WBSF) was determined on samples of the Longissimus 
muscle after ageing for 7 days at 4°C (Wheeler, Cundiff, 
Shackelford, & Koohmaraie, 2010).

The study was conducted over multiple years so that par-
ents of animals from previous harvests could be evaluated 
based on their progeny performance. Therefore, the data 
set was composed of 113, 94, 142, 79, 4, 75, 63 and 5 ani-
mals born in 2002, 2003, 2006, 2010, 2011, 2013, 2014 and 
2015, respectively. Exploratory analysis was performed to 
verify data consistency and to evaluate the significance of 
environmental effects. Hence, the fixed effects consisted 
of season and year of birth of the animals and sex. The 
birth season was defined as rainy (animals born between 
October and March) or dry (animals born between April 
and September) seasons. In addition, the harvest group was 
fitted as fixed effect.

2.3  |  Estimation of genetic parameters

Variance–covariance components and heritability were 
estimated considering a pedigree-based animal model, 
y = Xβ + Zu + e, where y is the vector of observations 
(meat tenderness); β is a vector of fixed effects (season 
and year of birth of the animals, sex and harvest group); 
X is the incidence matrix associating β with y; u is a vec-
tor of random direct additive genetic effects; Z is the in-
cidence matrix associating u with y; and e is a vector of 
random residual effects. It was assumed that E[y] = Xβ; 
and the direct additive genetic and residual effects were 
normally distributed with zero mean and Var(u)=A⊗S

a
 

and Var(e)= I⊗S
e
, in which A is the numerator relation-

ship matrix, Sa is the additive genetic covariance matrix, 
Se is the residual covariance matrix, I is an identity matrix, 
and ⊗ is the direct product. The analysis was performed 
using the restricted maximum likelihood method with the 
REMLF90 software (Misztal et al., 2018).

2.4  |  SNP quality control (QC)

The animals were genotyped with either the Illumina 
Bovine HD Bead Chip (HD, 777K from 90 samples) or the 
GeneSeek Genomic Profiler (GGP Indicus HD, 77K from 
485 samples). The quality control (QC) filters were per-
formed separately for each chip. Markers were removed 
if they fell into the extremes of QC variables including 
Hardy–Weinberg proportions (HWP), missing proportion 
(call rate) and minor allele frequency (MAF). Extreme de-
viation from HWP is typically used to identify gross geno-
typing errors; a low call rate indicates poor genotype probe 
performance and low genotyping accuracy; and markers 
with low MAF are more prone to error, as fewer samples 
would be within a genotype cluster and most clustering-
based calling algorithms do not perform well with rare al-
leles (Neale & Purcell, 2008). Thus, SNPs were excluded 
if they significantly deviated from HWP (p < 1e-6; Fisher 
exact test) or had MAF < 5% or call rate <90%. Markers 
were also excluded if they were located in non-autoso-
mal regions or had the same genomic coordinates, that is 
mapped to the same positions (just the replicates were re-
moved), and if they were in LD > 0.8. After these QC edits, 
219,863 SNP markers remained for further analysis.

2.5  |  Imputation

The FImpute program v. 2.2 (Sargolzaei, Chesnais, & 
Schenkel, 2014) was used for imputation from the GGP 
chip to the HD chip. This program uses deterministic 
methods to combine family and population information. 
The imputation is based on overlapping sliding windows 
and assumes that individuals are related to some degree. 
Overlapping of windows allows for consistency of haplo-
type phases across windows. As pedigree information was 
available, FImpute was run using both family and popu-
lation-based algorithms, with its own default parameters. 
To assess the accuracy of imputation, extra analyses (re-
sults not shown) with over 900 animals genotyped in HD 
chip, including the animals used in this study, their parents 
and other related animals were performed. Different num-
bers of markers were masked to mimic the GGP chip and 
then imputed to the HD. The overall correlation between 
the true genotypes and their imputed genotypes was higher 
than ~0.98.

2.6  |  Bayesian alphabet

Genomic prediction models were fitted using five Bayesian 
specifications: Bayesian ridge regression, Bayesian Lasso, 
Bayes A, Bayes B and Bayes Cπ. For these methods, 
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assuming there are p SNPs, the adjusted phenotypic value 
yi of individual i can be then described by the following 
model:

where μ is an overall constant; xij is a genotype indicator vari-
able for individual i at locus j; aj for j = 1, 2, … p is the genetic 
effect (additive or dominance) of the j-th SNP; and ei is the re-
sidual associated to the observation on individual i. The vector 
of residuals e was assumed to be distributed as e∼N(0,I�2

e
), 

where �2
e
 is the residual variance.

The parameterization of the SNP matrix X was reformu-
lated in terms of breeding values and dominance deviations, 
according to the marker genotypes at a locus j (Falconer & 
McKay, 1996). It is important to address to the fact that each 
effect was fitted in distinct model.

In the Bayesian ridge regression method, an independent 
Gaussian prior with common variance  
is assigned to each regression coefficient, so that 
p(a1,a2,… ,ap��2

a
)=

∏p

j=1
N(aj�0,�2

a
). The variance parame-

ter �2
a
 is treated as unknown, and a scaled inverse chi-squared 

is specified as prior density, p
(
�2

a

)
=�−2

(
�2

a
|dfa,Sa

)
, with 

degrees of freedom, dfa and scale parameter Sa Similarly, a 
scaled inverse chi-squared prior density is assumed also for 
the residual variance �2

e
, that is p(�2

e
)=�−2(�2

e
|dfe,Se).

In the Bayesian Lasso regression (Park & Casella, 2008), 
the conditional prior distribution of each marker effect 
p(aj|�2

j
,�2

e
) follows a zero-mean Gaussian with marker-spe-

cific prior variance, independent from each other, so that 
p(aj��2

j
,�2

e
)=

∏p

j=1
N

�
aj�0,�2

j
�2

e

�
. This prior induces mark-

er-specific shrinkage of effect estimates, whose extent de-
pends on �−2

j
. The variance parameters (�−2

j
) are assigned 

exponential IID priors, p(�2
1
,�2

2
,… ,�2

K
��)=

∏K

j=1
Exp(�2

j
��), 

and a Gamma distribution is assumed as the prior of the λ 
square regularization parameter, that is p(λ2) = Gamma (r,θ), 
as suggested by Park and Casella (2008). Under these set-
tings, it is shown that the marginal prior of each marker ef-
fect, p(aj|�)= ∫ N(aj|0,�2

e
�2

j
) Exp(�2

j
|�2)��2

j
, is Double 

Exponential. Lastly, the residual variance (�2
e
) is specified a 

scaled inverse chi-squared prior density, with degrees of free-
dom dfe, and scale parameter Se.

The Bayes A method (Meuwissen et al., 2001; Pérez & de 
los Campos, 2014) assumes that the conditional prior distri-
bution of a marker effect aj is assumed to be Gaussian with 
null mean and marker-specific variance �2

aj
, independent from 

each other. The variance associated with the effect of each 
marker is assigned an IID scaled inverse chi-square prior dis-
tribution, p(�2

aj
)=�−2(�2

aj
|df ,S2), where df and S2 are known 

degrees of freedom and scale parameters, respectively. With 
these specifications, the marginal prior distribution of each 
marker effect, p(aj|df ,S2)= ∫ N(aj|0,�2

aj
)�−2(�2

aj
|df ,S2)��2

aj
, 

is shown to be a t-distribution, that is p(aj|df, S2) =t(0, df, S2) 
(Rosa, Padovani, & Gianola, 2003).

In the Bayes B method, it is assumed that some genetic 
markers have zero effect and that only a few loci contribute 
with some genetic variance (Meuwissen et al., 2001). 
Conditional on the marker-specific variances �2

aj
, non-null 

marker effects are assumed Gaussian, N(aj|0,�2
aj

), such that 
the distribution of marker effects can be described with the 
following mixture model:

where π is the proportion of markers with null genetic ef-
fects. As in the Bayes A, when π = 0, a scaled inverse chi-
square prior distribution is assumed for the marker variances, 
that is p(�2

aj
)=�−2(�2

aj
|df ,S2), so that marginally, after inte-

grating �2
aj
 out, the prior of marker effects takes the follow-

ing form:

The Bayes Cπ method (Habier, Fernando, Kizilkaya, & 
Garrick, 2011) is similar to the Bayes B approach, except 
that a prior distribution is specified for π, and a Gaussian 
prior with a common variance is assumed for each of the 
non-null marker effects. The inclusion (or exclusion) of 
each marker in the model is modelled by an indicator vari-
able δj, which is equal to 1 if the marker j is fitted in the 
model and is zero otherwise. The common effect variance 
is sampled from a full-conditional posterior, which is a 
scaled inverse chi-square with degrees of freedom 
d̃fa =dfa+mt and scale S̃2

a
=
�

dfaS2
a
+
∑p

j=1
a2

j

�
∕d̃fa, where 

mt is the number of markers fitted with non-zero effects in 
iteration t.

yi =�+

p∑
j=1

xijaj+ei

Additive effect:X=

⎧⎪⎨⎪⎩

if AA, then 2−2p→2q

if AB, then 1−2p→q−p

if BB, then 0−2p→−2p

Dominance effect:X=

⎧⎪⎨⎪⎩

if AA, then 0→−2q2

if AB, then 1→2pq

if BB, then 0→−2p2

p(aj|�2
aj

,�)=

{
0 with probability �

N(0,�2
aj

) with probability (1−�)

p(aj|�)=

{
0 with probability�

t(0, df , S2) with probability (1−�)
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2.7  |  Deep learning

The deep learning process can be summarized as follow-
ing: the information from the input layer is transformed 
by non-linear ways through a single (ANN) or multiple 
(DNN) hidden layers before the final output is computed 
at the last layer. The number of hidden layers defines the 
depth of the neural network, while the number of neurons 
in its layers defines its width. Training of a neural network 
relies on an iterative process performing forward and back-
ward passes (i.e., epochs) in order to minimize some loss 
function (e.g., MSE), learn the weights and the biases of 
the inputs. In the forward pass, activation functions are em-
ployed to weights to retrieve the output at each layer and 
predict the output. The backward pass starts by calculating 
the derivatives of the error function between the predicted 
outputs and the real outputs. Then, the derivatives are prop-
agated backwards updating the weights and computing new 
error terms for that layer. This process is repeated for each 
layer until the input layer is reached (Goodfellow, Bengio, 
& Courville, 2016; Waldmann, 2018).

The learning process was performed in three steps: DNN 
was employed using different number of neurons (i.e., 5, 35, 
70, 105, 150 neurons). The number of neurons that gave the 
highest prediction accuracy in the previous step was then 
used to feed the first hidden layer followed by a reduction 
in the number of neurons in the second hidden layer; the 
third step was similar to the second one, where the number 
of neurons in the first and second hidden layers was kept, 
while decreasing and increasing them in the third hidden 
layer. However, to decide the number of neurons, hidden 
layers and activation function, a random discrete strategy 
was employed to perform a random search of all the combi-
nations of the hyperparameters, where the stop metric was 
the MSE and the maximum number of epochs was 10,000. 
Rectifier and Maxout (both with and without dropout) ac-
tivation function were tested (results not shown), using up 
to four hidden layers (HL). Empirical research has been 
employed to determine the optimal number of neurons 
(Masters, 1993; Moradi & Hariri-Ardebili, 2019; Ozturan, 
Kutlu, & Ozturan, 2008). In our study, it was uses 5% of 
the number of SNP as input layer (nI, # of input), while the 
number of neurons in the output layer was equal to a single 
node (n0). We limited nI to 5% because of the limited num-
ber of observations; more than that caused convergence 
problems with our data. A quadratic loss function was used 
in the list of hyperparameters. Hence, the number of neu-
rons in each hidden layer was set as following:

1 hidden layer: HL= (nI∕n0)1∕2;

2 hidden layers: HL= [n0×r2;n0×r],where r= (nI∕n0)1∕3;

3 hidden layers: HL= [n0×r3; n0×r2;n0×r],where r= (nI∕n0)1∕4;
4 hidden layers: HL= [n0×r4; n0×r3; n0×r2;n0×r],where r= (nI∕n0)1∕5.

The activation function used to train DNN was the recti-
fied linear unit (ReLU), not only because it is faster to learn 
then sigmoid and hyperbolic tangent functions (Glorot, 
Bordes, & Bengio, 2011), but also because of its better per-
formance during the random grid search. The back-propa-
gation step consists of updating network weights. During 
the learning process, predicted and observed values of 
meat tenderness were compared to compute a loss, which 
was backward propagated through the network to compute 
gradients and update weights. The loss function is typically 
optimized by using gradient-based descent which involves 
derivatives to find the direction of the gradient. DNNs are 
likely to quickly overfit the training populations. To help in 
overcoming such issue, a model can be used through simula-
tions with different network architectures by randomly drop-
ping out nodes during training in parallel. Such technique 
is a regularization approach called dropout (Srivastava, 
Hinton, Krizhevsky, Sutskever, & Salakhutdinov, 2014), 
which is very useful for error modelling generalization. The 
ADADELTA was the adaptive learning rate algorithm used 
in all ANN (Zeiler, 2012). This learning rate automatically 
combines the benefits of learning rate annealing and mo-
mentum training to avoid slow convergence. For reproduc-
ibility and fine-tuning of model parameters, these analyses 
were performed on a single node. Overall, the activation 
function used was Rectifier linear units with dropout, mean 
square error as loss function and 10,000 epochs. Overall, 
the definition of the hyperparameter that resulted in the best 
architecture of the ANN was based on different number of 
units (up to three layers) considering the optimum number 
of inputs in each layer, different activation function and reg-
ularization methods.

2.8  |  Cross-validation approach

To implement cross-validation for accuracy of GEBV, the 
observed phenotypic values for all animals were split into 
training and validation data sets. In practical livestock appli-
cations, training occurs on pre-existing animals, whereas the 
validation population for implementation of GS are usually 
performed on young animals (selection candidates). Hence, 
the animals were grouped based on their year of birth: an-
imals born between 2002 and 2013 were used as training 
population (n = 507), while animals born in 2014 and 2015 
were used as validation population (68). In addition, most 
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of the animals in the validation population were progeny 
of new sires, not used in the reference population. The pre-
diction accuracy was assessed by the correlation between 
the genomic estimated breeding values and adjusted meat 
tenderness.

The meat tenderness was adjusted using a linear model 
considering the fixed effects of the contemporary group and 
the harvest group:

where yij is the observed value for meat tenderness; μ is an 
overall intercept; CG and HG are fixed effects of the con-
temporary group and harvest group, respectively; and eij is a 
residual term.

2.9  |  Computer resources

The BGLR package (Pérez & de los Campos, 2014) was used 
to implement Bayesian Lasso, Bayesian ridge regression, 
Bayes A, Bayes B and Bayes Cπ methods. The BGLR defaults 
priors were used for all models, where df0 = 5 and S0 = 3.76 
for all models, and π (pronIn) equal to 0.23 and 0.47 for Bayes 
B and Bayes Cπ, respectively. The Markov Chain Monte Carlo 
sampling length was 100,000 iterations, with the first 20,000 
iterations excluded as burn-in and a thinning interval of 20 cy-
cles. Convergence was checked by visual inspection of trace 
plots of the residual variance. ANN analyses were performed 
using the open-source software for big data analysis called 
H2O (https​://CRAN.R-proje​ct.org/packa​ge=h2o), which can 
be used through the statistical R environment (2018).

yij =�+CGi+HGj+eii

F I G U R E  1   Model fitting accuracy 
estimated as the correlation between meat 
tenderness and its estimated breeding value 
in the training population using the additive 
SNP matrix
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F I G U R E  2   Estimates of correlation 
between meat tenderness and genomic 
breeding values predicted by Bayesian ridge 
regression, Bayesian Lasso, Bayes A, Bayes 
B, Bayes Cπ and artificial neural network 
models using the additive SNP matrix
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F I G U R E  3   Model fitting performance 
computed as the mean squared error of 
prediction in the training population using 
the additive SNP matrix

0.15

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

0.60

0.65

Bayesian ridge
regression

Bayesian Lasso Bayes A Bayes B Bayes Cπ Artificial neural
network

0.378

0.462

0.311

0.625

0.524

0.383

M
ea

n 
sq

ua
re

d 
er

ro
r

A
dd

iti
ve

 e
ffe

ct

F I G U R E  4   Mean squared error of 
prediction of meat tenderness estimated by 
Bayesian ridge regression, Bayesian Lasso, 
Bayes A, Bayes B, Bayes Cπ and artificial 
neural network models using the additive 
SNP matrix
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F I G U R E  5   Estimates of correlation 
between meat tenderness and genomic 
breeding values predicted by Bayesian ridge 
regression, Bayesian Lasso, Bayes A, Bayes 
B and Bayes Cπ using dominance SNP 
matrix
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3  |   RESULTS

Estimate of additive heritability for meat tenderness was 0.35 
(±0.047), indicating that this trait would respond to selection. 
Although meat tenderness has not been used as a breeding goal, 
mainly because it is difficult and expensive to measure, our re-
sults showed that its additive direct genetic variability is high, al-
lowing selection of best animals as parents of future generations.

Model prediction accuracies, computed as the correla-
tion between meat tenderness and the predicted genomic 
breeding value in the training population, were higher for the 
Bayesian alphabet models, ranging from 0.92(±0.049) for 
the Bayes B to 0.97(±0.031) for Bayes A, and lower for the 
ANN (0.83  ±  0.069) (Figure 1). As discussed, the models 
that presented the highest additive accuracy of prediction in 
the training population showed the lowest additive prediction 
accuracy in the validation population. The highest additive 
accuracy in the training set was achieved by the Bayes A 
model (0.97 ± 0.031), and this model showed the lowest pre-
dictive accuracy (0.20 ± 0.120) in the validation set. Overall, 
correlations between meat tenderness and genomic breeding 
values due to additive effect for Bayesian ridge regression, 
Bayesian LASSO, Bayes A, Bayes B and Bayes Cπ models 
were 0.21 ± 0.120, 0.21 ± 0.120, 0.20 ± 0.121, 0.22 ± 0.120 
and 0.21 ± 0.120, respectively (Figure 2).

The mean squared error (MSE) was employed as a mea-
sure of the overall fit achieved with each model. In the 
training population, the additive MSEs varied considerably 
(Figure 3) and were lower than the validation population, 
which were very similar among the Bayesian alphabet 
models, and smaller for the ANN (Figure 4). Estimates of 
correlation between meat tenderness and genomic breed-
ing values due to dominance effect for Bayesian ridge re-
gression, Bayesian LASSO, Bayes A, Bayes B and Bayes 
Cπ models were 0.18 ± 0.122, 0.17 ± 0.121, 0.19 ± 0.121, 
0.18  ±  0.120 and 0.14  ±  0.122, respectively (Figure 5). 
Although the additive prediction accuracies were very 
close across the Bayesian regression models, for the dom-
inance effects, such predictions have varied and the Bayes 
A model, which uses Student t-distribution for the marker 
effects, was the best model for recovering the dominance 
variance.

4  |   DISCUSSION

Although in the current study a relatively small number of 
animals was used, the design of a highly segregating popula-
tion (Magnabosco et al., 2016) was fundamental to ensure 
increased genetic variability of meat tenderness, which con-
tributed to achieve such good prediction accuracy. To identify 
animals with higher and lower genetic potential to produce 
tender meat, sires and dams were grouped according to their 

genetic similarity in a way that one group presented progeny 
with high WBSF and the other group low WBSF. Due to the 
limited sample size, estimates of EBV showed very low ac-
curacy overall. Sires and dams were grouped based on their 
relatedness followed by their progeny performance for meat 
tenderness. Hence, animals within groups were genetically 
similar and somewhat different between groups. In addition, 
on average, sires and dams were only selected and mated if 
they both have had progeny with either tender or tough meat.

Some simulation studies have suggested that variable 
selection methods (e.g., Bayes B and Bayes Cπ) could out-
perform other methods such as Bayesian ridge regression. 
Nonetheless, the performance of Bayesian ridge regression 
has often been comparable to those of variable selection 
methods when analysing real data (Clark, 2011; Habier, 
Fernando, & Dekkers, 2007; Meuwissen et al., 2001). A pos-
sible explanation could be related to the distribution of QTL 
effects, because most of economically important traits are 
generally affected by several QTL with small effects. It has 
also been reported that methods with conceptual differences 
reached very similar predictive abilities, as well as methods 
with different assumptions have presented similar perfor-
mance (Hayes, Bowman, Chamberlain, Verbyla, & Goddard, 
2009; Heslot, Yang, Sorrells, & Jannink, 2012; Resende, 
Silva, Lopes, & Azevedo, 2012).

The correlation between meat tenderness and the pre-
dicted genomic breeding (model fitting accuracy – “training 
population”) obtained by ANN was lower than the Bayesian 
models. Typically, higher values (close to 1) might indicate 
overfitting in the training set, when it occurs it is expected a 
lower prediction accuracy in the validation population, con-
comitant with a higher accuracy in the training population. 
The overall fit of the models to the data, assessed by the MSE, 
has favoured the ANN method over the Bayesian regression 
methods. The lower MSE verified with the use of ANN can 
be a attributed to the use of non-linear models to predict the 
outcome (Dai, Huo, & Wang, 2011). ANN is a potential tech-
nique to be employed in animals’ genetic evaluation. It be-
comes even more important when environmental effects may 
mask the genomic merit of selected candidates, leading to a 
wrong selection. To get around this, ANN can decrease these 
environmental effects by backpropagation of the error, which 
is a technique with great potential for prediction of genetic 
value (Peixoto, Bhering, & Cruz, 2015). Thus, ANN may 
assist in selecting the best animals based on their genomic 
prediction, while reducing the mean squared error of predic-
tion and trying to maximize the prediction accuracy in the 
validation population.

A few studies have considered the use of ANN methods 
for prediction of complex traits, and it has been suggested 
that such approach can achieve good prediction accuracy 
(Gianola, Okut, Weigel, & Rosa, 2011; González-camacho, 
Crossa, Pérez-rodríguez, Ornella, & Gianola, 2016; 
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González-Camacho et al., 2012; Okut, Gianola, Rosa, & 
Weigel, 2011; Perez-Rodriguez et al., 2012). However, there 
has not been consistent evidence indicating that they can 
outperform linear models in terms of predictive ability. A 
reasonable explanation for such dubious performance is that 
most of the available studies have been based on small popu-
lation size and limited numbers of SNP markers. Remarkably, 
in our study the predictive ability of the ANN was higher 
than the Bayesian regression models. The use of the rectified 
linear unit activation function (Glorot et al., 2011) in combi-
nation with the regularization approach applying a dropout 
(Srivastava et al., 2014) of 50% of the SNP markers might 
has helped in the generalization of the ANN, thus improving 
its predictive ability.

As pointed out by Azevedo et al. (2015), Gaussian, 
Student and Double Exponential distributions are likely good 
approximations of the true distributions of genetic effects. 
Hence, it is more important to test these distributions when 
predicting genomic breeding values, because it might reveal 
which prior distribution is more adequate and/or robust. 
Remarkably, ANN achieved the highest prediction accuracy 
(0.33). Summing up the additive and dominance accuracies, 
the predictive ability of Bayesian regression models ranged 
from 0.36 (Bayes Cπ) to 0.40 (Bayes B). Therefore, this might 
assist in explaining the superiority of ANN over the Bayesian 
regression models. The ANN ability of capturing non-linear 
relationships might have made it possible to capture some 
of the genetic variance that is due to additive and non-ad-
ditive genetic effects. It is important to address the fact that 
in real data, it is difficult to precisely differentiate additive 
from non-additive genetic effects, as their true effects are not 
known. However, the results showed that the Bayesian linear 
models and ANN capture 35% and 56% of the additive ge-
netic variability, respectively. Such additive genetic variabil-
ity might not be all due to linear, but also non-linear effects. 
Hence, ANN might be capturing additive genetic effects, as 
well as some non-additive genetic effects. In addition, due to 
the DNN/ANN ability to capture non-linear associations, it 
might be useful for phenotypic prediction.

Deep neural networks are widely recognized to delivery 
more accurate predictions in different application. In our 
study, however, an ANN with a single hidden layer and 105 
neurons was enough to increase the predictive ability for 
meat tenderness, which might be explained by the fact that 
ANN can capture non-linear relationships such as non-ad-
ditive genetic effects. The use of DNN/ANN needs to be 
carefully evaluated, mainly regarding the non-additive ef-
fects that may be captured. In cases where non-additive ef-
fects assist in improving the predictive ability of a model, 
breeding programmes that use breeding values (additive 
genetic values) may not benefit from the use of such model 
models, because they are capturing also interactions be-
tween genes, which might comprise non-heritable genetic 

variation that changes due to recombination and other fac-
tors. In addition, the use of non-additive effects can poten-
tially increase the power of GS in cross-bred populations. 
Such effects, in addition to additive effects, can increase 
the predictive ability of economic important and complex 
traits. Esfandyari, Sørensen, and Bijma (2015) have also 
addressed the fact that non-additive effects, such as domi-
nance and epistasis effects, might also impact the additive 
genetic effect.

5  |   CONCLUSION

The ANN has shown the highest prediction accuracy among 
all GS models evaluated. Although additive prediction accu-
racies were very close among the Bayesian regression mod-
els, for the dominance effects, such predictions have varied, 
and the Bayes A was the best model for recovering the domi-
nance variance. Overall, these results indicate that an ANN 
with relatively simple architecture was more efficient in pre-
dicting the genomic breeding values for meat tenderness in 
Nellore cattle.
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