
purchase and sal e of lambs at different stocking rates through the year, and grain
feeding. In the feeding scheme, the difference between the lambs' current and required
growth weight was used to vary the daily grain amount. Sample outputs are shown
in Figure 2. The simulations show that spring pastures could support the necessary
lamb growth rates with low grain inputs, but that at other times of year substantial,
and rather variable, amounts of grain would be required.
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guides the user in the syntax of the rule language. Frequently-used setup informa-
tion and management rules can be stored in a "repository", Simulation output
variables can be selected for storage and then graphed or tabulated for exporto Outputs
can be summarised using a range of techniques, including computation of frequency
distributions for risk analysis purposes.

A CASE STUDY: CONTRACT LAMB PRODUCTION
As an example of the use of Farm Wi$e, consider a novel production system for the
production of a year-round supply of lambs that meet a market specification (25 kg
carcass weight). One option under consideration was to buy lambs at three-monthly
intervals and finish them ar Kyabram, Victoria (36°S, I45°E) on a combination of
irrigated perennial ryegrass-white clover pastures and grain. The question requiring
analysis was how much grain would be required to ensure that each cohort of lambs
reached market weight, and the year-to-year variability in supplement use, as part
of costing the overall production system; this information could then be used to
establish prices for the purchased lambs.

When set up in FarmWi$e, this problem required the configuration of sub-
models shown in Figure I, together with management rules describing irrigation,

DlSCUSSION
The example above is relatively simple; the FarmWi$e software provides the
flexibility required to simulate a range of farming enterprises with any levei of
complexity in management, and to analyze them with respect to profit, business
risks and sustainability. The underlying modelling protocol is language-independent,
opening the tool to use with any set of simulation models; the Farm Wi$e software
could be used with a completely different suite of models. We plan to further increa-
se the power of Farm Wi$e by adding a general optimization facility.

Framing management policies as rules is a much more powerful modelling
scheme than fixed schedules. It is also approaches the mind-set of real farm managers
more closely, With power, however, comes an irreducible levei of complexity in the
systems under study and their model representations. AIso, learning to use rule-
based management requires users to learn to think explicitly about management as
a series of events responding to circumstances, rather than as the execution of a pre-
arranged plan. As a result, we expect that the successful deployment of Farm Wi$e
will depend on developing a user base for simplersimulation-based OS tools such
as GrassGro, and on an effective training programme.
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ABSTRACT
Repeated measurements (RM) are common in forage experiments. The data used
in this study were accumulated ammonia losses by volatilization (N) and dry matter
production (DM) of Cynodon dactylon cv. Coastcross pasture from an experiment
in blocks with five levels of urea: O, 25, 50, 100 and 200 kg of N ha', applied in
five periods (cuttings). For N, RM were the averages of cuttings and nine days of
observation. The F test for the hypothesis of no effect for Period and levei x Period
interaction (OM) and for Oays and levei x Days interaction was not affected by
univariate and multivariate tests. However, Greenhouse-Geisser epsilon estimate
was biased downwards. Polynomial contrasts in univariate ANOVA and Logistic
function agreed in explaining aecumulated N. For DM, unequal population variances
on different periods was detected and the assumption that the pairs of observations
on the same subject are equally correlated was rejected.

KEYWORDS: Analysis of variance, Statistical analysis, GLM, MIXEO and REG
procedures, non-linear model

INTRODUCTlON
In forage experiments, repeated measurements (RM) are taken from the same expe-
rimental unit or subject. 10 univariate analysis, such as a split-plot analysis, subjects

are the whole-plot units and the subjects at a particular time are the sub-plot units.
It is assumed that the pairs of observations on the same subject are equally correlated.
Tests for within-subject effects and interactions involving these effects require that
the within-subject variance-covariance matrix has a Huynh-Feldt condition (H-F).
In most RM data, this assumption is not valid. Adjustments such as "Greenhouse-
Geisser epsilon" (G-G) and H-F tests provided by GLM are necessary. The
multivariate tests used are Wilks Lambda, Pillai 's Trace, Hotelling-Lawley Trace
and Roys Maximum Root tests. These tests do not require H-F condition. The
MlXED procedure can be used to fit within-subject variance-covariance matrices,
to select the most appropriate ofthem. The REG procedure is used for fitting linear
regression models by least squares. Sometimes the behavior of RM over time in
forages is best described by a non-linear model of the parameters of interest. The
purpose ofthis paper is to provide a unified presentation of modeling strategies for
analyzing RM data of forages.

MATERIAL AND METHODS
The data used were accumulated ammonia losses by volatilization (N) and dry
matter production (OM) of a Cynodon dactylon CV. Coastcross pasture from an
experiment carried out from November 1998 to April 1999 in São Carlos, São
Paulo State, in randomized blocks with five levels of urea: O, 25, 50, 100 and 200
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Table 1- Analysis ofVariance of Contrast Variables. Day.n and Period.n represent, respectively, the
contrast between the n" leveI of Day and Period and the mean of subsequent levels; b)
Mean Squares for univariate ANOVA. Day.n and period.n represent the n" degree
polynomial contrast for Day and Period.

kg of N ha', applied in five periods (cuttings). For N, RM were the average of
cuttings and nine days of observation (Period). For DM, RM were the cuttings.
The data were analyzed using procedures ofSAS (SAS, 1993a, b), as follows: a)
GLM: adjusted univariate test, using Greenhouse-Geisser (G-G) and H-F epsilon-
adjusted tests; multivariate analysis tests, using the options: POLYNOMIAL, which
specifies orthogonal polynomials contrasts that may be appropriate for a continuous
within-subject effect; HELMER, which specifies contrasts between each levei of the
factor and the mean of subsequent levels; and PROFILE, which generates contrasts
between adjacent levels on the factor; b) MIXED procedure, to fit compound
symmetry and unstructured within-subject variance-covariance matrices and to select
the most appropriate ofthem; c) REG procedure, to estimate responses to N levels
by polynomial regressions; d) nonlinear model named Logistic function Yi=A (1-
Be,K')+ ei (Draper and Smith, 1980), in order to estimate accumulated ammonia
losses by volatilization.

RESULTS AND DISCUSSION
The P values for the F test produced by univariate and multivariate tests (Wilks '
Lambda, Pillai 's Trace, Hotelling-Lawley Trace and Roys Maximum Root tests)

a) Analysis of Variance of Contrast Variables
Ammonia loss by volatilization

Day.l Day.2 Day.3 Day.4
26.780 0.302 0.368 0.494

0.813 0.187 0.011 0.019
Dry matter praduction

Period.l Period.2
levei 4 2500260.464 3519671 .394
Errar 15 33412.052 106150.598

a) Mean Squares for univariate ANOVA
Ammonia loss by volatilization

Day.l Day.2 Day.3 Day.4
16.980 0.978 11.478 .260

.585 .126 0.230 .047
Dry matter praduction

Period.l Period.2
483711.314 731200.942
38247.259 34880.776

Mean Squares
levei
Errar

df
4

15

Day.
0.841
0.037

Period.3
1107934.632
205615.671

Mean squares
levei
Error

df
3

12
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Figure 1 - Upper-and-Iower 95% confidence limits (CL) for the mean expected values:
Left) Dry matter praduction, kg ha', estimated by quadratic polynomial regression in
Period 4. Right) Ammonia losses, %, estimated by Logistic function. The CL, in
decreasing order of losses, are associated to N doses of 200, 100, 50 and 25 kg ha:
, per cutting, respectively.

Day.6
2.520
0.047

for the hypothesis of no effect for Period and LeveI x Period interaction (DM) and
for Days and LeveI x Days interaction (N) were significant (P=.OOOI), except Pillai 's
Trace for LeveI x Period interaction (P=.0593). This result indicates that the F test
significance was not affected by univariate tests (adjusted and unadjusted) and
multivariate tests. The G-G epsilon values were .600 I and .2077 and the Huynh-
Feldtepsilon, .9129 and .2879 for OM and N losses, respectively, showing that G-
G estimates tend to be biased downwards. Little et a!. (1998) found discrepancies
between Roy s Maximum Root tests and Pillai" s Trace in the interaction tests. Based
in their experiences they recommended G-G adjusted P value instead of the
multivariate tests. Table 1 shows the ANOVA of contrast variables. These results
from the REPEATED statement indicate interaction between Levels and Days and
interaction between Levels and Periods. The label Day.1 refers to a difference
between the losses response on Day I (D I) and the mean of responses on Day 2
(D2) through Day 8 (D8), i.e., Day.1 = DI - (D2 + ... + 08)17; likewise, Day.2 =
D2 - (03 + ... + 08)/6, and so forth. For ammonia losses, P values were significantly
different (P=.OOOI), indicating that profiles for alllevels, within each day, are not
parallel. The only exception was the contrast variables in Day.2 (P=.2374), indicating
lack of interaction between Levels and Day 2, i.e., that profiles for alllevels are

parallel. For OM, there was no interaction between levels in Period 4
(P=.2260), i.e., profiles for alllevels are parallel forthis Period. For
Periods 1,2 and 3, profiles for alllevels are not parallel. In the Mean
Squares for polynomial contrasts in univariate ANOVA, Day.n and
Period.n represent the n" degree polynomial contrast for Day and
Period. For N losses, lhe P value was significant (P = .000 I) from
Day I to Day 5, showing that this variable reached a plateau at Day
5. This behavior was shown by the adjustrnent of the Logistic function
Yi=A (1- Be·K')+ ei in Figure I, which shows the upper-and-lower
95% confidence limits (CL) forthe mean expected values of ammonia
losses considering four levels of urea: 25, 50, 100 and 200 kg of N
ha'. For DM, the effect of Levels was significant (P = .000 I) for ali
days. Figure I illustrates the CL for the mean expected values ofDM
and N losses considering five levels of urea in Period 4, showing that
the effect of leveI in this period was estimated by a quadratic
polynomial function. Using the unstructured R matrix in dry matter
production, the variance associated to period I through period 5 were,
respectively, 58166.79; 97660.78; 97660.78; 171050.74; and
103182.40. The largest variance (171050.74) was approximately
three times as large as the smallest (58166.79), showing evidence of
unequal population variances on different periods with increasing
trends in the variances. The correlation between periods ranged from
-.29 to .59, i.e., the assumption that the pairs of observations on the

same subject are equally correlated was rejected. The trend observed in the
correlation indicates no evidence of use of auto-regressive structure. The F test
significance was not affected by univariate and multivariate tests for the hypothesis
of no effect for Period and LeveI x Period interaction and for Days and LeveI x
Days interaction. However, G-G epsilon estimate tended to be biased downwards.
Both, polynomial contrast in univariate ANOVA (PC) and the Logistic function
did agree in explaining accumulated ammonia losses; PC and quadratic polynomial
function did agree in explaining the effect of five levels of urea in Period 4. For
DM, evidence of unequal population variances on different periods was detected
and the assumption that the pairs of observations on the same subject are equally
correlated was rejected.

Day.7
8.993
0.224

Period.4
480803.155
301287.802

Day.6
.050
.023

Day.7
.016
.005

Period.4
3235679.590
209092.692
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