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Abstract. In the past few years, improvements in the data acquisition technology have decreased the time interval of data gathering. Consequently, institutions have stored huge amounts of data such as climate time series and remote sensing images. Computational models to filter, transform, merge and analyze data from many different areas are complex and challenging. The complexity increases even more when combining several knowledge domains. Examples are research in climatic changes, biofuel production and environmental problems. A possible solution to the problem is the association of several computational techniques. Accordingly, this paper presents a framework to analyze, monitor and visualize climate and remote sensing data by employing methods based on fractal theory, data mining and visualization techniques. Initial experiments showed that the information and knowledge discovered from this framework can be employed to monitor sugar cane crops, helping agricultural entrepreneurs to make decisions in order to become more productive. Sugar cane is the main source to ethanol production in Brazil, and has a strategic importance for the country economy and to guarantee the Brazilian self-sufficiency in this important, renewable source of energy.

1. Introduction

The Fourth IPCC Assessment Report - "Climate Change 2007", indicates a disturbing situation regarding the temperature increase in the planet due to natural and anthropogenic effects [IPCC 2007]. According to IPCC reports, the precipitation should also increase. Researches have been pursued to forecast the changing in the temperature patterns - which is steadily increasing - to define methods to reduce the emission of greenhouse gases and to adapt crops to the new conditions of increased temperature.

An alternative to the reduction of emissions of the greenhouse gases is the replacement of fossil fuels by renewable sources. In Brazil, sugar cane is the main crop used to produce ethanol, a kind of biofuel. Among the several determinant factors of the Brazilian
agricultural production, the climate is the main factor affecting the diversity of conditions in all regions.

In fact, according to [Rosseti 2001], about 90% of all losses in the Brazilian agriculture registered until the middle of 90’s were directly related with two main climatic factors: dry spells during the reproductive stage and rainfall excess during the harvest period. As an attempt to decrease mainly these two climatic-associated risks for agriculture in Brazil, the Brazilian Ministry of Agriculture bureau started in 1996 an official program of agricultural zoning to define planting calendars for the main crops in country. The calendars have been calculated to achieve less than 20% of risk regarding climate problems. Agrometeorologists have used climate data and agrometeorological methods to prepare these calendars.

In particular, climate data from earth meteorological stations (for instance, pluviometric and temperature) have been used for a long time already. Recently, data from remote sensing images have also been used. The analysis of these data is important to the development of innovative and technologically feasible solutions to assist in crops monitoring and forecasting. Also, the use of information extracted from remote sensing images and climate data can indicate the occurrence of some phenomena that had occurred in the past and have influenced the production. This influence can determine a good (above the average) harvest or not. Moreover, this knowledge can improve the production estimate of agricultural crops.

Satellites have been used to provide the images for monitoring and forecasting, especially the National Oceanic and Atmospheric Administration (NOAA) satellites. A useful sensor over the past few years has been the Advanced Very High Resolution Radiometer (AVHRR) on board of NOAA. This sensor is very important to studies of ecosystems due to the availability of long time series of its image data. Furthermore, other advantages that make AVHRR data attractive for many studies are its global coverage and free data access.

Then, if we combine climate data and images from AVHRR, we have important sources of useful information and meaningful knowledge. However, AVHRR images and climate databases are quite large in many countries. The analysis of this huge amount of data is a challenge. Consider, for example, datasets with climate and remote sensing data of some regions of sugar cane fields. A feature selection algorithm can identify the most relevant attributes of the datasets, that is, the ones that keep the majority of the information regarding a given criterion. It is also helpful to know which attributes from the dataset are correlated to the others, so an attribute (feature) selection algorithm can be designed. Moreover, it is also interesting to know which attributes can better approximate the values of the others. The detection of correlated attributes, their importance and precedence in climate datasets can improve the agricultural monitoring, helping the specialists during the decision making process.

In this scenario, due to the importance of the agriculture production for the Brazilian economy, impact assessment studies for seasonal climate variations and for climate changes have became a major priority. However, the massive data volumes generated and the growing processing complexity bring up several problems and research challenges, which have driven researches in many areas of the the Computer Science.
In this work, we address the main following problems:

- How to organize, select and weight attributes which are the most relevant to be considered in further studies and agrometeorological models?
- How to track multiple variables together in order to find variation patterns in the climate of a region?
- How to discover relevant patterns in climate and remote sensing time series?
- How to visualize a large and varied amount of data to analyze it more efficiently?

In order to address these problems, we proposed a framework to analyze, monitor and visualize climate and remote sensing time series to improve researches on sugar cane crops. The methods combine different techniques such as fractal theory, time series mining and visualization. This work is in progress, and we have proposed a method that combines one supervised algorithm (Omega) to perform discretization on climate and remote sensing data [Ribeiro et al. 2008] with the Apriori algorithm to identify association rules [Agrawal and Srikant 1994]. Other results have also been presented [Romani et al. 2009a, Romani et al. 2009b]. The research is directly related to the challenge number 2, posed by the Brazilian Computer Society: Computational modeling of complex systems: artificial, natural, socio-cultural, and human-nature interactions depicted by the Brazilian Computer Society.

The paper is organized as follows. Section 2 presents important concepts concerning this work. Section 3 describes the proposed framework. Section 4 discusses experiments and initial results. Section 5 concludes the paper.

2. Related concepts

This section presents some important concepts and algorithms that we have used to integrate the proposed framework. These concepts involve fractal theory, data mining and visual analytics.

2.1. Fractal theory

Fractal is defined as an object that presents roughly the same characteristics regardless of the scale where it is analyzed. Thus, small scale details are similar to large scale characteristics [Traina Jr. et al. 2005].

Fractal concepts have been applied to several tasks in data mining, such as selectivity estimation [Baioco et al. 2007], clustering [Barbará and Chen 2000], and forecasting [Chakrabarti and Faloutsos 2002], among others. One relevant information provided by the Fractal theory is the estimation of the intrinsic dimension ($D$) of the dataset [Pagel et al. 2000], which is based on the dataset fractal dimension. Intrinsic dimension is a measure of the amount of information that the dataset represents [Traina Jr. et al. 2005].

For example, consider a set of points distributed along a line. Its intrinsic dimensionality is equal to one. If the set is embedded in a higher dimensional space the intrinsic dimensionality continues equal to one. For instance, in other words, if the line is embedded in a three dimensional space, the set has three linearly correlated attributes and its intrinsic dimensionality is one. The intrinsic dimension of this dataset embedded in a two dimensional space will still be equal to one. Thus, the intrinsic dimension conveys the actual data dimension regardless the dimension of the embedded space.
Faloutsos and Kamel [Faloutsos and Kamel 1994] proposed the use of the intrinsic dimension as a tool to measure the non-uniform behavior of real datasets and to indicate the existence of attribute correlations, linear or not. The number of attributes in a dimensional dataset determines its embedded dimension $E$. However, if there are correlated attributes, its intrinsic dimension is lower than $E$, i.e., $D < E$. This conjecture has supported the development of a variety of works whose results confirm that the intrinsic dimension is a meaningful measure to analyze the data distribution [Traina Jr. et al. 2000, Traina Jr. et al. 2005, Sousa et al. 2007b].

The fractal dimension of statistically self-similar datasets, such as real datasets, can be determined by the Correlation Fractal Dimension $D_2$. An efficient approach to measure the fractal dimension of datasets embedded in $E$ dimensional spaces is the BoxCounting method [Schroeder 1991], which employs $D_2$ as presented in Equation 1.

**Correlation Fractal Dimension** $D_2$ Given a dataset self-similar in the range of scales $[r_1, r_2]$, its Correlation Fractal Dimension $D_2 \rightarrow \mathbb{R}^+$ is measured as

$$D_2 \equiv \frac{\partial \log(\sum_i C_{r,i}^2)}{\partial \log(r)} \quad r \in [r_1, r_2]$$

where $r$ is the side of the cells in a (hyper) cubic grid that divides the address space of the dataset, and $C_{r,i}$ is the count of points in the $i$th cell. An efficient algorithm (linear cost on the number of elements in the dataset) to compute $D_2$ was proposed in [Traina Jr. et al. 2000]. Thus the $D_2$ Fractal Dimension can be useful for real datasets, as it gives a suitable approximation of the dataset intrinsic dimension $D$ with a feasible computational cost.

2.2. Fractal Correlation

The intrinsic dimension $D$, estimated by the Correlation Fractal Dimension $D_2$, indicates the minimum number of attributes necessary to represent a dataset. $D$ can also be used to discover how many and which attributes may be employed to reduce the data dimensionality. For this purpose, Sousa et al. [Sousa et al. 2007b] proposed the FD-ASE algorithm to identify different types of correlations. This technique applies the forward attribute inclusion approach and uses the intrinsic dimension as a criterion to identify groups of correlated attributes, and to select a relevant subgroup of attributes to represent the essential characteristics of data.

Correlation means that the value of an attribute can be approximated from some other attributes. Sousa et al. [Sousa et al. 2007b] define the terms strong correlation and weak correlation. The first one is used when the value of one attribute can be closely deduced from a subset of other attributes, as in linear correlations. The second one indicates that an attribute can be only approximated from other attributes, as in fractal correlations. In order to quantify the correlation among attributes, the authors use a threshold $\xi$ that ranges from zero - meaning complete correlation - up to one, when the attributes are independent. It is also defined a subset of attributes $B_p$ as a base of a group $p$. A correlation group $G_p$ includes the $B_p$ and every attribute correlated to all attributes in $B_p$, but excludes the attributes not correlated to the full base $B_p$. Finally, the correlation base $CB$ is
defined as a subset of attributes whose partial intrinsic dimension approaches the intrinsic dimension of the whole dataset. That is, \( CB \) keeps the most relevant attributes, which should be used to represent the dataset information.

### 2.3. Fractal Dimension to monitor data streams

A data stream is an ordered sequence of events (or items) \( \{e_1, e_2, ..., e_n\} \) in which an event \( e_j \) is defined by a set of \( E \) measured attributes \( a_i \), such that each \( e_j = (a_1, ..., a_E) \).

The first technique aimed at measuring the intrinsic dimension (\( D \)) of data streams over time was the SID-meter [Sousa et al. 2007a]. In this work, a data stream is considered a sequence of events \( e_1, e_2, ..., e_n \) each of which represented by an array of \( E \) measurements. The events occurring within a time interval can be seen as a dimensional dataset of dimension \( E \). Thus, the fractal dimension \( D_2 \) can be used to estimate the intrinsic dimension \( D \) of a bounded sequence of events.

The SID-meter uses an event-based sliding window divided into \( n_c \) sequential periods, named **counting periods**. In each period a predefined number \( n_i \) of incoming events is, i.e. \( n_i \) events are processed and when a counting period is complete, the events of the oldest one are discarded. Thus, \( n_c \) and \( n_i \) respectively specify the length of the window and its movement step. Figures 1a) and 1b) illustrate successive sliding windows, divided into four counting periods, through a data stream composed of the attributes \( a_1, a_2 \) and \( a_3 \).

![Figure 1. Counting periods of a sliding window](image)

In each movement step, a new value of \( D \) is computed considering the events in the current window. Thus, the SID-meter tracks the intrinsic dimension over time, following the behavior changes in the stream.

In our work domain, applications in remote sensing and climate areas have generated continuous sequences of data over long periods of time. These data can be typically stored as time series or be considered data streams as well. Thus, we can take advantage of algorithms and techniques developed to data stream analysis. In particular, SID-meter allows the specialist to follow the data behavior as it evolves over time, what is important for climate datasets.

### 2.4. Time Series Mining

In the past few years, several methods have been proposed to mine time series. The main time series problems are motif discovery [Chiu et al. 2003], longest common subsequence matching, sequence averaging, segmentation and indexing [Keogh and Kasetty 2002].
Methods of geographic data mining have also been proposed in the literature. Wu et al. [Wu et al. 2008] proposed the GEAM (Geographic Episode Association Pattern Mining) algorithm to find association patterns in abnormal event sequences. Harms and Deogun [Harms and Deogun 2004] developed the MOWCATL algorithm to mine frequent association rules from sequential datasets. They presented an application to drought risk management. Both algorithms work over event sequences with discrete events. For example, an event type is denoted as a tuple in the form \(< \text{attribute, level} >\), where attribute is a variable such as rain or temperature, and level is the corresponding level of the variable’s value such as low, normal or high.

Honda and Konishi [Honda and Konishi 2001] proposed a framework for time series image mining. They applied the method to weather satellite cloud images taken by GMS-5. The proposed algorithm extracts features from images and cluster images by the changing in the mass of cloud. Julea et al. [Julea et al. 2006] presented an application of SPADE algorithm [Zaki 2001] to extract frequent evolutions observed on geographical zones represented by pixels. The authors use feature vectors to represent satellite images or symbols associated to a discretization interval representing reflectance values of satellite channels.

2.5. Visual Analytics

Visual Analytics is defined as the science of analytical reasoning facilitated by interactive visual interfaces [Thomas and Cook 2005]. The term Visual Analytics is a super area of what has been called, so forth, Visualization. Introduced in 2005, Visual Analytics formally states that visualizing data is not only a matter of graphic design, but a systematic effort that encompasses the following disciplines: analytical reasoning, data representations and transformations, production, presentation, and dissemination, and visual representations and interaction. Indeed, according to Keim [Keim et al. 2006], Visual Analytics is more than just visualization and can rather be seen as an integrated approach combining computer graphics, human factors and data analysis.

The reasons behind the field of Visual Analytics come from its potential in promoting well-founded insights in situations that involve planning, assessment and decision making. The use of Visual Analytics relies on a set of fundamentals; such fundamentals that derive from the fact that visual data representations:

- increase cognitive resources, for example, by expanding human working memory;
- reduce search, such as by condensing data using graphical elements;
- enhance the identification of patterns, especially by organizing things spatially;
- support the perception of inferences that are not obvious when presented in textual form;
- permit the monitoring of multiple events;
- provide a manipulable medium that, in contrast to static diagrams, allows the observation of data from many different perspectives.

The vital factors for the practice of visual analysis are time saving and expanded perception, assisting analysts in tasks as:
• comprehension of situations in the context of time;
• definition of trends and identification of key events that lead to current circumstances;
• monitoring of ongoing phenomena, so that possibilities of interest can be identified and managed;
• determination of relevant indicators;
• supporting strategy;
• communicate knowledge.

In our work we apply a visual analytical tool to explore the climate and remote sensing data. This tool has a set of techniques to visual analytics, allowing the user to move from different techniques, getting the best of each one and acquiring the insight to make the needed decisions over the data.

3. Framework to analyze agrometeorological data

In this work, we propose a framework based on three main layers, illustrated in Figure 2, that to aim at solving the problems listed in Section 1. We have organized NOAA-AVHRR images, which were processed, geometric corrected and stored in database. The climate database was generated from a complete database support by Agritempo (www.agritempo.gov.br).

The mining algorithm layer is composed of algorithms based on Fractal Theory and time series mining techniques, as discussed in Section 2. New algorithms to mine patterns in agrometeorological time series are also being developed. These methods are, based on time series mining techniques, presented in Section 2.4. Moreover, we are adapting the MetricSPlat platform [Rodrigues Jr. et al. 2008] to allow better visualization of climate and remote sensing time series in the Visualization Layer. New distance function are also being developed in our research group.

Figure 2 presents a schema divided into layers. Each layer is presented in more detail in the following sections.

3.1. The Storage Layer

The storage layer is basically composed of two databases: remote sensing images and climate data. The remote-sensing-image database stores images from NOAA-AVHRR satellites. At the beginning of this work, we organized this image database, provided by the Center of Meteorological and Climatic Researches applied to Agriculture (CEPAGRI) of the State University of Campinas (UNICAMP). This database has stored images since April 1995 and nowadays, there are more than five terabytes of data.

The climate data came from surface stations installed in the sugar-cane regions and refer to measures of rainfall, maximum and minimum temperature. The data on the climate database was extracted from the Agritempo database. Agritempo (www.agritempo.gov.br) is a system developed to organize and store climate and agroclimate data from several institutions of Brazil.
Figure 2. Framework schema
3.2. The Pre-processing Layer

In the pre-processing layer it was necessary to adapt tools to pre-process and prepare data to the analysis phase. AVHRR images have geometric distortions caused by Earth curvature, rotation and satellite clock errors, attitude errors and imprecise orbital [Rosborough 1994]. Then, for land applications, these distortions must be corrected to avoid errors where high geometric precision is required. Thus, AVHRR images must be submitted to a pre-processing system to format conversion from raw images to intermediate format, to make radiometric calibration and geometric correction, to identify pixels classified as cloud and to generate the maximum value of NDVI images.

The NAVPRO system developed by [Esquerdo et al. 2006] was used to pre-process AVHRR images to make geometric corrections. NAVPRO is an automatic set of C-shell scripts that call the subroutines of NAV (NAVigation) [Emery et al. 1989], developed by the Colorado Center for Astrodynamics Research (CCAR), Aerospace Engineering Sciences, with the University of Colorado, Boulder, USA.

The last phase of NAVPRO system is the generation of several products. One of them combines channels 1 (red) and 2 (near infrared) to calculate an important vegetation index - NDVI, proposed by [Rouse et al. 1973]. NDVI index is closely correlated to the leaf area index, green biomass and productivity [Holben et al. 1980]. The effects of shadow, aerosols and water vapor are minimized by the generation of Maximum Value Composite (MVC) NDVI, as described by [Holben 1986]. The MVC is made by using only images from the same satellite.

Algorithms to calculate indexes from climate data have been developed in this work, as we use these indexes to search for correlations. The agroclimatic conditions through the period of analysis are described by WRSI. To describe it, a water balance is made, and maximum and real evapotranspiration are calculated on a period of 10-days, as well as biweekly and monthly periods.

In this work, we used the water balance calculus proposed by [Thornthwaite and Mather 1955]. In the water balance, some variables are calculated such as real, potential and maximum evapotranspiration. Evapotranspiration is the sum of evaporation and plant transpiration. The ratio between real evapotranspiration and maximum evapotranspiration is indicated by WRSI. This index varies from zero to one and represents a fraction of the amount of water consumed by the plant and the amount of water that would be used by the plant to ensure maximum productivity.

3.3. The Mining Algorithm Layer

Building a framework for climate and remote sensing data analysis is a long term project. Therefore, initially some algorithms were developed, tested, adapted, and improved to be used in the analysis process. The idea is to construct an application program interface (API) that encapsulates different modules, allowing the researchers to explore, analyze and visualize different types of data.

The FD-ASE algorithm (Section 2.2) was tested and some extensions have been added to it. In particular, one of the improvements is related to the incorporation of semantic information that aids to understand the groups of correlated attributes detected by the FD-ASE. For example, let $A$ be a six-dimensional dataset $A = \{a_1, a_2, a_3, a_4, a_5, a_6\}$,
where \( a_i \) denotes an attribute. When FD-ASE is performed, it returns a group \( G_1 = \{a_1, a_3, a_5, a_6\} \) with base \( B = \{a_1, a_3\} \). This result \((G1)\) means that the attributes \( a_5 \) and \( a_6 \) are correlated to the attributes in the base, namely \( a_1, a_3 \). However, during the tests, specialists seemed to be confused about the weight of the correlation. Pearson’s correlation, for example, presents a value \( r \) that indicates the intensity of linear correlation between two attributes [Pearson 1896]. Then, we are developing some extensions to facilitate this interpretation by the specialists, allowing them to measure the weight of the attributes in each correlation.

In this layer, we also explore the intrinsic dimension as a foundation concept for data stream monitoring in agrometeorological applications, based on SID-Meter (Section 2.3). The appropriateness of the fractal-based approach to monitor data streams is illustrated by employing a statistical approach to compare data in consecutive time periods, pointing out the attributes that are responsible for the trend changes and how they influence them.

Additionally, algorithms to mine patterns on time series are being developed. These algorithms are based on techniques discussed at Section 2.4.

### 3.4. Visualization Layer

The results generated by the algorithms are presented in graphical and textual ways. Additionally, we have been using the MetricSPlat, a tool that combines visualization techniques and content-based data retrieval methodologies [Rodrigues Jr. et al. 2008]. This tool allows to integrate new modules with minimal effort. MetricSPlat provides a framework with modules to content-based data retrieval and visualization based in parallel coordinates, scatter plots, star coordinates and fastmap. We only define the data domain (images, video, audio, series, and complex data) and the retrieval goals.

The MetricSPlat generates a whole package of ways to explore the data, allowing the user to seamlessly move from one to the other, getting the best of each technique and acquiring the insight to make the needed decisions over the data. For illustration purposes, Figure 3 presents a MetricSPlat snapshot with the visualizations of the Araraquara dataset, which includes climate and remote sensing data of the town Araraquara, such as rainfall, maximum temperature, minimum temperature, NDVI, WRSI, mean temperature, ETP (potential evapotranspiration), ETR (real evapotranspiration) and ETM (maximum evapotranspiration).

In this example, the main screen, on the right, presents the data table and the metric query result. Figure 3 also presents different ways of data visualization, including parallel coordinates, scatter plots and fastmap visualizations to the metric query result.

### 4. Experimental Results

In this section we discuss the applicability of the framework we have proposed and preliminary experimental results on real datasets. In particular, we discuss initial studies on techniques of the Mining Algorithms Layer.

#### 4.1. Method to identify groups of correlated attributes

We have tested the FD-ASE algorithm to identify groups of correlated attributes in datasets that includes climatic and NDVI (from remote sensing image) data. Thus, for our experiments, we selected ten sugar-cane producer regions in São Paulo state.
A reason for choosing sugar cane satellite images to do the experiments is the strategic importance of this crop to substitute the gasoline usage in some countries, such as Brazil. The attributes of the dataset are $a_1$ (rainfall), $a_2$ (maximum temperature), $a_3$ (minimum temperature), $a_4$ (NDVI) and $a_5$ (WRSI).

We first applied the FD-ASE algorithm to the dataset, and evaluated the threshold $\epsilon$ values between 0.4 and 0.7. By analyzing the correlations found, we can observe some interesting relationships between regions. It can be noted that groups of correlated attributes (Correlation Group), the relevant attributes in each group (Base) and the set of relevant attributes considering the whole dataset (Correlation Base) are similar for different region. Table 1 presents the Correlation Base generated for each region evaluated.

Table 1. Results of FD-ASE execution

<table>
<thead>
<tr>
<th>Region</th>
<th>CB</th>
</tr>
</thead>
<tbody>
<tr>
<td>Araraquara</td>
<td>$CB = {a_4, a_2, a_1, a_5}$</td>
</tr>
<tr>
<td>Araras</td>
<td>$CB = {a_4, a_2, a_5}$</td>
</tr>
<tr>
<td>Jaboticabal</td>
<td>$CB = {a_2, a_4}$</td>
</tr>
<tr>
<td>Jardinopolis</td>
<td>$CB = {a_2, a_4, a_1}$</td>
</tr>
<tr>
<td>Jau</td>
<td>$CB = {a_2, a_4}$</td>
</tr>
<tr>
<td>Luis Antonio</td>
<td>$CB = {a_4, a_2, a_1, a_5}$</td>
</tr>
<tr>
<td>Pitangueiras</td>
<td>$CB = {a_2, a_4, a_1}$</td>
</tr>
<tr>
<td>Pontal</td>
<td>$CB = {a_2, a_1}$</td>
</tr>
<tr>
<td>Ribeirao Preto</td>
<td>$CB = {a_4, a_5, a_3}$</td>
</tr>
<tr>
<td>Sertaozinho</td>
<td>$CB = {a_2, a_4, a_5}$</td>
</tr>
</tbody>
</table>

Furthermore, by using the method of fractal correlation, we discovered the existence of correlation between NDVI and precipitation, which is not identified when employing the Pearson correlation. It is worth to mention that the Pearson correlation is the technique usually employed by the agrometeorologists to find correlations among data, but as the correlation found between NDVI and precipitation is not linear, it cannot be detected by Pearson. The FD-ASE method can also find correlation between more than two attributes, which is an advantage if compared to other methods from the literature,
such as the well-known Pearson correlation.

However, during the test session specialists showed trouble to interpret the output of FD-ASE. Then, we proposed changes to incorporate more semantic meanings. One of the improvements is to divide groups generated by the FD-ASE in subgroups. For example, if the result presented by FD-ASE is a group $G_1 = \{a_1, a_2, a_4, a_5\}$ with base $B_1 = \{a_1, a_2\}$, we propose to present the subgroups of attributes correlated as $SubG_1 = \{a_1, a_2, a_4\}$ and $SubG_2 = \{a_1, a_2, a_5\}$.

Another change being included is an attribute weighting method. The specialists are used to calculate Pearson’s correlation that presents a value $r$ to indicate the intensity of linear correlation between two attributes. Then, we are developing the necessary extensions to map the degree of correlation in this interval, making it easier the FD-ASE interpretation by the specialists.

4.2. Method to measure the intrinsic dimension of data streams

We used SID-Meter to monitor long time series and identify changing in data distribution over time. One of the experiments was performed with a climate dataset (ClimateCps) from a region in São Paulo state. ClimateCps has three attributes, being the value of daily minimum ($t_{\text{min}}$) and maximum ($t_{\text{max}}$) temperatures ($^\circ$ Celsius), and the amount (rain) of rain (mm) measured for a period of 114 years in the city of Campinas. To calculate the intrinsic dimension of ClimateCps over time we used 3 counting periods ($n_c = 3$) and 365 events per period ($n_i = 365$), that is, $D$ is updated every 12 months in a three-year sliding window. The graph of Figure 4 shows the values of the intrinsic dimension over time for the climate data from Campinas.

As it can be seen in Figure 4, there are three different patterns in the dataset. From the period 17 (1906) until 45 (1933), there is a meaningful variation in the intrinsic dimension. In the next period (45 to 75), the values of the intrinsic dimension are close to 2. However, period $p = 63$ (1951) indicates the highest variation in the intrinsic dimension. The large difference between $D_{63}$ and $D_{62}$ associated to the fact the attribute rain remains stable indicates a meaningful change in climate conditions. Such variation is acknowledged by the specialists.
In the end of the stream, the intrinsic dimension varies less than in the others periods, showing a certain stability in the data distribution. According to the meteorology researchers team, these three patterns indicate a variation in distribution of the rain and an increasing in the minimum temperature in the last years.

We are improving the SID-Meter technique to automatically identify window sizes whenever there are interesting patterns. Therefore the specialists can potentially have a new and powerful tool helping in the process of decision making.

5. Conclusions and Future Perspectives

This work presented a new framework to analyze remote sensing images associated to climate data. We described a set of methods to filter, monitor, mine, analyze and visualize these type of time series. Experiments were performed on datasets of the Sao Paulo state, because it is the main producer of sugar cane in Brazil, and has a strategic relevance to the country economy. Sugar cane is used to produce biofuel and it is the main alternative to replace fossil fuel.

Knowing how the attributes extracted from the data are correlated to each other helps the specialists during the analysis of the data gathered. Furthermore, since the amount of data generated by the satellites is very large and grows in a very fast pace, a tool that highlights where the specialists should pay more attention is a valuable asset.

The proposed framework allows analysis, monitoring, mining and visualization of a huge amount of data, which contribute the work of holding the data done by the agrometeorologists. This project is related to the proposed Challenges in Computer Science Research in Brazil, depicted by the Brazilian Computer Society, especially challenge number 2 *The computational modeling of natural complex systems and their interaction between the human beings and the nature*. Our intent with this paper is to present the steps taken until now towards dealing with the motivating problem of analyzing large amounts of agrometeorological, climate and remote sensing data. Our perspective is that the complete framework can provide mechanisms to assist meteorologists in detecting climate changes, keeping up with these changes and forecasting their consequences to the agriculture.

6. Acknowledgments

We thank the Brazilian funding agencies FAPESP and CNPq by financial support, the CIIAGRO/IAC and Agritempo by climate data, and CEPAGRI/Unicamp by the remote sensing images.

References


